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ABSTRACT 
In autonomous mobility-on-demand (AMoD) systems, passengers 
will solely interact with autonomous vehicles via digital user in-
terfaces (UIs). Hence, UIs are crucial for acceptance and user ex-
perience (UX). As a foundation for deriving empirically grounded 
design guidelines, we investigate two approaches for mobile inter-
action: chatbots and ‘classic’ graphical UIs (GUIs). We evaluated 
prototypes of both in expert studies (nGUI = 6; nChatbot = 5) and 
a between-subjects simulator user study (n = 34). The latter en-
abled participants to experience a complete AMoD journey. While 
both concepts receive good acceptance and positive UX evaluations, 
the GUI results in signifcantly higher attractiveness and user sat-
isfaction ratings. A signifcant interaction efect reveals a higher 
intention to use the chatbot in scenarios with a change of plans, 
but the GUI in ‘happy path’ scenarios. Interview data and emotion 
curves support this efect. Balancing the concepts‘ advantages and 
disadvantages, we provide design recommendations and propose 
to use GUI-based mobile applications with integrated (text-based) 
conversational elements for future human-AMoD interaction. 

CCS CONCEPTS 
• Human-centered computing → User studies; Natural lan-
guage interfaces; Graphical user interfaces; Personal digital 
assistants; Empirical studies in HCI ; Empirical studies in ubiquitous 
and mobile computing. 
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1 INTRODUCTION 
Autonomous mobility-on-demand (AMoD) is a futuristic mode of 
transport in which passengers are transported via autonomous 
vehicles (AVs) in a certain environment [37]. Such driverless AVs, 
classifable by SAE automation levels 4 and 5 [40, 55], are expected 
to become a commercial mode of transportation within the next 
years (e.g., [2]) and will enable the creation of convenient and 
efcient AMoD systems. Simulations suggest that shared AMoD 
can meet personal transportation needs in metropolitan cities with 
only one-third of the current operating passenger vehicles [48]. 
This expectation illustrates the technology’s tremendous economic, 
societal, and ecological potential. 

Comparable to taking a ride in a (shared) taxi, journeys in AMoD 
are temporally and spatially fexible, i.e., neither fxed timetables 
nor fxed pick-up or drop-of locations are required. However, given 
that there will not be a driver or another accompanying human 
assistant available within the AV (e.g., to answer traveler queries), 
AMoD varies greatly from current mobility-on-demand services. 
The new situation of riding in a driverless vehicle might feel awk-
ward to passengers exposed to an autonomous system’s decisions 
and actions. Thus, digital user interfaces (UIs) capable of flling 
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the resulting service and information gap are needed. Such UIs re-
quire to compensate for the absence of a human driver and to gain 
users’ trust and public acceptance — which is, besides technological 
hurdles, a main challenge of future AMoD systems [26]. 

To counteract acceptance challenges, HCI research needs to 
provide answers to questions including how should these intelligent, 
AI-powered AMoD systems communicate with the user? and how can 
we design and (formatively) evaluate UIs while considering the whole 
UX – before, during and after the ride? (e.g., [53]). 

Most current HCI research in the feld of AMoD focuses pri-
marily on general acceptance aspects of autonomous vehicles (e.g., 
[3, 6, 35]). Very few studies investigate the actual interaction, i.e., 
the design and evaluation of UIs (e.g., [13, 27]). However, at the 
latest when the technology is ready for market introduction, the 
HCI community needs to be able to provide future practitioners, 
manufacturers and service providers with guidelines and recom-
mendations for human-centered design and development. 

This paper explores concrete approaches for UI design and evalua-
tion to tackle potential acceptance and UX hurdles of AMoD systems 
from an early development stage. As we are considering the whole 
user journey, we focus on mobile applications capable of accompany-
ing users through all usage situations and confidentially providing 
individualized information – also during shared AMoD rides. 

Currently, ‘classic’ GUIs with touchscreen-based interaction can 
be considered as the status quo for interacting with mobility ap-
plications on personal devices. However, AI-infused systems, com-
prising assistive dialog-based interaction concepts also promise to 
provide a good or even better ft when it comes to acceptance of 
new technology. Such support can be accessed via conversational 
UIs (CUIs) like chatbots (text-based) and virtual assistants (speech-
based). CUIs enable people, similar to talking or chatting with a 
real person, “to interact with smart devices using spoken language 
in a natural way” [30, p. 1]. 

The question arises whether CUIs are as good as or even better 
suited than ‘classic’ GUIs for interacting with AMoD systems on 
mobile devices. Especially when it comes to establishing a sensitive 
communication between users and systems in new usage situations, 
CUIs seem to provide a promising approach (e.g., [51]). Depend-
ing on the situation, the two approaches might also get combined 
meaningfully. For instance, in many modern cars, drivers can either 
tap on a touchscreen or talk to a virtual assistant while driving. 
However, considering shared rides (i.e., multi-user scenarios) and 
users’ privacy requirements (e.g., [4]), speech-based interaction 
with virtual assistants does not seem to be a good basis for interact-
ing with AMoD systems on personal devices. Instead, classic GUIs 
and chatbots appear favorable. While GUIs and chatbots are inten-
sively investigated across domains, literature lacks comparisons of 
the two approaches. If available at all, the transferability of existing 
comparisons (e.g., [51]) to the AMoD domain is limited. This work 
aims to fll this research gap and, consequently, investigates the 
following research question: are ‘classic’ GUIs or chatbots better 
suited to provide the basis for mobile human-AMoD interaction in 
terms of UX and user acceptance? 

The papers’ contribution to the field of mobile HCI is twofold. First, 
it illustrates and compares the strengths and weaknesses of chatbots 
and ‘classic’ GUIs – in general and specifically for the AMoD domain 
– based on existing literature, expert evaluations, and a comparative 

user study. Second, it demonstrates how prototypes of intelligent 
UIs for AMoD systems can be evaluated and holistically compared 
in early development phases while considering the complete user 
journey in a video-based simulation environment. 

2 RELATED WORK 
Besides achieving technological maturity, AMoD poses enormous 
challenges for HCI. The following sections provide a comprehensive 
understanding of acceptance and design challenges, AMoD UIs, and 
context-based evaluation. 

2.1 Acceptance and Design Challenges 
Viewed from an HCI angle, one of the biggest challenges for AMoD 
systems are posed by public acceptance [26]. Critical acceptance bar-
riers can be allocated to (adverse) user expectations, (un-)reliability 
of the underlying technology, overall system performance and secu-
rity issues, as well as to privacy concerns, and – most importantly 
– trust issues [26]. To face these challenges, a clear understanding 
of the interdependence between people, system, and environment 
is required [28]. 

Based on this understanding, user interfaces can be designed 
and developed to adequately substitute aspects of the former dri-
ver’s role. Future interfaces need to supply users with sufficient 
situational awareness, enable them to understand actions and 
signals of the AV and provide them with appropriate function-
alities to tell the system and the AV about their intentions and 
needs [14, 53]. Since flexibility is regarded as one of the main 
reasons for users to switch from conventional private transport 
to autonomous mobility services [38], a prevalent challenge for 
interacting with AVs – in contrast to conventional taxis – is posed 
by users’ spontaneous change of plans (e.g., route changes or stop 
requests) [36]. Therefore, AMoD UIs also need to provide options 
to handle such occurring user requests. 

Not surprisingly, there is a vivid research stream on (1) how to 
create acceptable systems providing a trustful and enjoyable user 
experience and (2) on how to evaluate these from early development 
phases on with regard to their potential to counteract acceptance 
barriers (e.g., [15, 24, 53]). 

2.2 User Interfaces for AMoD 
UIs provide information and controls to accomplish specifc tasks 
with an interactive system [11]. AMoD UIs can range from personal 
planning and booking applications on various devices (e.g., smart-
phones, tablets, desktops) to in-vehicle information displays and 
terminals at mobility hubs with diverse in- and output modalities. 
For interacting with AVs, users seem to prefer established technolo-
gies such as smartphone booking apps, in-vehicle touchscreens and 
control buttons but tend to reject less familiar methods, including 
analogue hand gesture communication [3]. 

Since there is no human driver onboard a (shared) AV, the ques-
tion arises on how to communicate with the AV and the service 
throughout the journey – and especially during the ride – consider-
ing acceptance, privacy, and trust issues (e.g., [4, 26]). This question 
is inevitable with regard to occurring change of plans (CoP), e.g., 
the need to change the departure time or target destination of a 
booked trip or abort an ongoing trip. In general, the services of a 
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human driver might be substituted by a mobile app [3] serving as 
a personal travel companion. Such an app could rely on a ‘classic’ 
GUI (e.g., [13]) but also on a CUI (e.g., [27]). 

As cost-effective AMoD rides would be shared with other passen-
gers, the interaction between users and system will include inter-
acting in public spaces with other people present. Given that travel 
information can be a private matter [4], visual in- and output seems 
superior to other interaction modalities like, e.g., speech. As a conse-
quence, ‘classic’ GUIs and chatbots (i.e., text-based CUIs) appear to 
be promising approaches for a mobile AMoD companion app. The 
following sections provide an overview of the two concepts and their 
advantages and disadvantages discussed in the literature. 

2.2.1 GUIs. GUIs with touch-input can be considered as the de 
facto status quo of interacting with computer systems on mobile 
devices. This also applies for currently available ride-sharing and 
mobility-on-demand services like, e.g., Uber, MOIA, CleverShuttle, 
or Free Now. 

Designing for GUIs’ usability and positive user experiences im-
plies to think about navigation patterns, menu structures, and the 
interaction with graphical elements, editable text felds or buttons 
[11, 16]. Generally, GUIs can – in contrast to CUIs – easily provide 
an overview of a system’s functionalities and scope [32, 49] and are 
suitable to display plenty of information [5]. Based on that, users 
can build a clear mental model of the system (e.g., [32]). This makes 
it easy for them to choose between provided options and discover 
the system through visual clues (e.g., [32]). 

As a result, GUIs can provide efcient shortcuts [50] to access 
specifc functions (e.g., aborting an ongoing (shared) AMoD ride 
with a single button). Although GUIs often use established concepts, 
users must be able to understand the layout and visuals, their un-
derlying logic, and the interaction concept [49, 50]. This is a major 
design challenge, especially concerning new usage contexts like 
AMoD that come with new functions and restrictions. 

2.2.2 Chatbots. In general, “the front-end to a chatbot or virtual 
personal assistant” is provided by a CUI [31, p. 40] enabling users 
to interact with natural language and in- and output modalities 
like, e.g., speech, text, or touch [30, 31]. When users express their 
needs in their own words [49], the system needs to understand 
their intents [51]. 

In contrast to voice-based virtual assistants, chatbots are text-
based and require a graphical counterpart. Their visual UI can be 
considered as a ‘blank canvas’ providing content and features on 
demand [16]. Designing for chatbot usability implies providing users 
with the appropriate information at the right time and making good 
suggestions [16]. If done right, chatbots can simplify the information 
search process [51], especially in complex search spaces. Through 
the similarity with natural conversations and instant messaging apps, 
they can provide convenience and ease of use [51]. 

By taking contextual information acquired in previous conversa-
tions into account, bots can also personalize the interaction based 
on individual users’ characteristics [51, 56] and offer context-based 
‘shortcuts’ to step-by-step approaches commonly used by ‘classic’ 
GUIs. For example, in shared AMoD rides, it might typically not be 
possible to change the destination of an ongoing trip as this would also 
affect all other passengers’ rides. However, suppose a user requests 
such a change of plans. In that case, a chatbot could consider the 

conflict with the ongoing ride, inform the user about it and directly 
suggest a solution (e.g., leave the current ride at a suitable location 
and change to another connecting shuttle). In contrast, a ‘classic’ GUI 
would typically offer a step-by-step strategy (e.g., abort the current 
trip in a first step and then book a new ride). 

As interactions with chatbots are currently often either 
productivity-oriented or relational, Følstad and Skjuve [18] sug-
gest to integrate both forms to enhance conversational UX. The 
relational aspect, i.e., the creation of a natural and ‘human-like’ 
feeling [21] is regarded as a key challenge in designing chatbots. 
To achieve this, the bot’s personality needs to be clearly defned 
[23, 47]. 

2.3 Evaluating UIs Along the Whole AMoD 
User Journey 

After registration, user journeys in AMoD systems can be structured 
in three phases along time. For comprehensive support, the UI 
should assist users in all of these phases: (1) before the ride: the UI 
provides functionalities for information and booking; (2) during 
ride: the UI serves as a travel companion; and (3) after the ride: 
the UI assists with ofboarding, rating the service etc. To create 
optimal interactions, it is necessary to be able to evaluate a UI along 
the whole journey. However, as existing AVs are very limited in 
their applicability, AMoD is still a more or less theoretical subject 
[39]. To counteract mentioned acceptance hurdles, it is crucial to 
design and evaluate UIs in this highly context-sensitive domain 
as early as possible. The application of context-based prototyping 
and evaluation methods [15, 24] are for good reason an essential 
ingredient in the human-centered design process. 

Currently applied methods for prototyping AMoD systems can be 
roughly classified into three groups. At first glance, (1) real-life test 
tracks with actually driverless AVs (e.g., [13, 35]) seem to offer the 
most in terms of context-sensitivity. However, user studies with such 
settings are currently only possible under very limited conditions. 
Test and evaluation activities are, thus, restricted to very specific 
scenarios (e.g., test tracks with low speed limits). (2) Wizard-of-oz 
settings (e.g., [27]) try to give participants the illusion of riding in an 
AV by hiding the human driver who is actually controlling the vehicle. 
A crucial aspect of such settings is to establish and to maintain the 
illusion of an autonomous system. 

Besides ‘real-world’ setups like (1) and (2), lab-based evaluations 
using (3) driving/ride simulations provide the beneft of creating a 
controllable and reproducible setting with high fexibility and sim-
plicity in data collection [10, 41]. However, because most simulator 
studies focus on SAE levels 0 – 3 requiring participants to control 
the virtual cars like they would do in reality, driving simulators are 
generally sophisticated constructs and only available in dedicated 
labs. As in AMoD passengers are not required to control the ve-
hicle’s movement, recent work [15] proposes to use rather simple 
video-based simulations instead of complex CGI-based setups for 
context-based prototyping. 
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Figure 1: Selected phases of the design process: initial conceptual designs were discussed in stakeholder workshops (i), iterated, 
and then used to create high-fdelity prototypes using Sketch and Botmock (ii). The GUI and chatbot prototypes were evaluated 
in expert studies (iii), improved, and then compared in a between-subjects user study with an immersive video-based AV 
simulator (iv). 

3 MATERIAL AND METHOD 
This work is part of a larger research project on AMoD and future 
mobility concepts. Within the project, an iterative human-centered 
design process [12] is applied. User research activities – comprising, 
e.g., citizen dialogues (n = 76), large-scale online questionnaire stud-
ies (n1 = 456, n2 = 148) and stakeholder interviews – are combined 
with literature research and (technical) requirements engineering 
activities to form the basis for the design of a fctitious AMoD 
service. Resulting artefacts like personas, user journeys, and test 
scenarios form the foundation for the development of various UI 
concepts (e.g., mobile apps and in-vehicle UIs) for interacting with 
a future AMoD service in a confdential and private manner. 

This paper concerns the design and comparison of a GUI-based 
and a chatbot-based AMoD companion app. Although the two 
interaction concepts can be considered to be rather diferent, they 
both ofer suitable approaches to interact with AMoD systems using 
mobile devices (section 2.2). To ensure a fair comparison of the two 
higher-level concepts, equivalent and representative prototypes are 
designed and, in a frst step, evaluated in separate expert studies 
and then improved based on the fndings. In a second step, the 
iterated prototypes are compared in a simulator user study. 

3.1 Design Process and Prototypes 
In the following, we provide details about the GUI and chatbot 
prototypes’ design process. Both prototypes’ design was optimized 
for an iPhone X, which was used as a test device in all three studies 
reported in this paper. See Fig. 1 for an overview of the design 
process and Fig. 2 for screenshots of the fnal prototype versions 
used in the user study. 

3.1.1 GUI. At frst, the GUI prototype was developed based on the 
mentioned preceding user research activities. After a frst ideation 
phase, we created conceptual wireframes for an app that supports 
future AMoD users along the whole user journey. We used the 
wireframes to collect initial feedback from designers, developers, 
and other stakeholders (public transport providers, logistics service 
providers, city councils, and urban planners) in concept workshops 
(Fig. 1:i). Subsequently, the concept was iterated, and a high-fdelity 
prototype was created using Sketch v.67. 

The prototype featured a map-based main view to entering travel 
details and requirements (e.g., departure time, destination, number 
of travelers, shuttle class, temporal and local fexibility). The service 
was designed to ofer users three options for rides based on their 
input. The options difered, e.g., in terms of departure and travel 
times, shuttle classes (e.g., standard shared or express), prices, and 
walking times. Furthermore, the app featured a ticket wallet and an 
in-build navigation functionality (e.g., to fnd the pick-up point or 
the fnal target destination). During the ride, the GUI was designed 
to provide real-time travel information (e.g., current location, es-
timated arrival time), access to support and emergency functions, 
and the option to abort the current ride at the next possibility. 

After optimizing the ‘classic’ GUI based on the fndings from the 
expert study (Fig. 1:iii, section 4.1), it served as a foundation for the 
chatbot prototype. 

3.1.2 Chatbot. For the design of the chatbot’s personality and 
conversation fow, existing guidelines and recommendations [22, 
23, 25, 47, 50] were considered. Besides that, an additional online-
survey on CUIs for AMoD (n = 70) was conducted to gain insights 
about potential users’ preferences. 

Based on the survey results, the chatbot’s tone of voice (queried 
using the four primary tone of voice dimensions of Moran [34]) 
was defned to be rather respectful than irreverent but balanced in 
terms of funny/serious, formal/casual, and enthusiastic/matter-of-
fact. Regarding the bot’s visual appearance, participants preferred 
the shuttle service provider’s logo over a human, robotic or abstract 
avatar. Most participants preferred the chatbot to take the service’s 
perspective when communicating (e.g., “your shuttle will be there in 
5 minutes”) rather than the shuttle’s perspective (e.g., “I’ll be there 
in 5 minutes”). Despite using natural language to communicate 
with the chatbot, participants liked the bot to provide supporting 
graphics and quick action buttons as shortcuts. 

The resulting chatbot prototype ‘AVA’ (Autonomous Vehicle 
Assistant) was created with Botmock Conversation Designer. Like 
the GUI, the chatbot was also evaluated with a mixed-method expert 
study (Fig. 1:iii) and optimized based on the results. In a second 
step, we called in an immersive video-based AV simulator (Fig. 
1:iv; [15]) to test and compare both concept prototypes holistically 
considering the complete user journey – from planning and booking 



Chat or Tap? MobileHCI ’21, September 27-October 1, 2021, Toulouse & Virtual, France 

over experiencing the booked ride in the simulator to reaching the 
target destination and rating the service quality (Fig. 3). All studies 
were conducted in German. 

3.2 Expert Studies 
Formative evaluations with HCI experts provided the basis for sub-
sequent prototype iterations for each concept. The experts were re-
cruited from internal design teams that were external to the project. 
I.e., participants did neither take part in creating the prototypes nor 
were familiar with the designs before participating in the study. 

3.2.1 Participants. Six participants (5 female, 1 male, 0 diverse, 0 
n/a) between 24 and 33 (M = 28) and an average working experience 
of fve years took part in the GUI expert evaluation. The Afnity for 
Technology Interaction (ATI) [19] indicated rather high technology 
afnity among the sample with M = 4.3 (SD = 0.5; 0 = min; 6 = max). 

In the chatbot’s expert evaluation, fve participants (3 female, 
2 male, 0 diverse, 0 n/a) with an average age of 28 years (min: 24; 
max: 32) and an average working experience of about four years 
took part. Again, the ATI [19] indicated high technology afnity 
among the experts with M = 4.7 (SD = 0.5; 0 = min; 6 = max). 

3.2.2 Procedure. Each expert participated in a single-session with 
an experimenter and a note taker. The sessions were structured in 
four phases: (1) pre-session interview (demographics, experience), 
(2) scenario- and task-based usability test with thinking-aloud and 
live note-taking on a whiteboard, (3) User Experience Questionnaire 
(UEQ; 26 bipolar items; seven-point scale; scales: Attractiveness, 
Stimulation, Novelty, Perspicuity, Efficiency, and Dependability) [29, 
42], (4) semi-structured interview and discussion of notes (Fig. 1: iii). 

Following a mixed-method approach [9], we collected both quan-
titative UX metrics using the UEQ and qualitative aspects by con-
ducting a semi-structured interview and discussion at the end of the 
sessions to identify optimization potential. Based on the feedback 
and consecutive design iterations, we wanted to assure a certain 
quality level of the prototypes for their fair comparison in the 
subsequent user study. 

3.3 User Study 
For the comparative evaluation of the two concepts, we considered 
context as a crucial component to achieve valid assessments. As 
stated above, there are several approaches to simulate the not yet 
available context of using AMoD services. Since we wanted to 
create a reproducible experience that lets participants encounter a 
complete user journey in an AMoD system, we decided to go for a 
lab-based simulation. We adapted and enhanced the video-based 
method described by Flohr et al. [15] to create a straightforward 
mock-up of a shared AV (Fig. 1: iv; Fig. 3). 

3.3.1 Experimental Design. We presented a typical use case of 
future AMoD systems in the user study: booking and taking a 
single trip in a shared AV. Here, we put special attention to two 
potential scenarios. (1) Journeys with ‘happy paths’, i.e., journeys 
without exceptional or error conditions and no occurring changes 
of plans and – since increased fexibility would be a primary reason 
for users to switch to AMoD [38] – (2) journeys with user-initiated 
changes of plans (CoP; changing the destination and departure time 
of an already booked trip with a shared shuttle). 

Based on the insights gained from related work and our expert 
studies, we assumed that scenarios with ‘happy paths’ can be con-
ducted without major efort or frustration using the GUI. However, 
we conjectured that in CoP scenarios, the strength of the chatbot’s 
dialog-based conversation style would come into play. Here, the 
bot could provide a dialog-based explanation for the possible re-
striction (in shared rides, desired changes can only be made with 
consideration for the other passengers) and guide the user to a 
solution. Based on these assumptions, we derived the following 
hypotheses regarding the user acceptance of the AMoD system: 

• H1.1: Acceptance is higher when using the chatbot than 
when using the GUI in CoP scenarios. 

• H1.2: Acceptance is higher when using the GUI than when 
using the chatbot in ‘happy path’ scenarios. 

As shown in other contexts [1, 7], UX is linked to user acceptance. 
That is why we assumed an effect analogously in UX metrics. We 
further assumed that different ratings in the test conditions should 
merely be based on task-oriented interaction quality [44] and, there-
fore, focused on pragmatic quality to derive the following hypotheses: 

• H2.1: Pragmatic quality of the chatbot is higher than that of 
the GUI in CoP scenarios. 

• H2.2: Pragmatic quality of the GUI is higher than that of the 
chatbot in ‘happy path’ scenarios. 

To assess the hypotheses, the study used a counterbalanced 
mixed design with a between-subjects factor of the UI concept (GUI 
vs. chatbot) and a within-subjects factor of the scenario (‘happy 
path’ vs. CoP). 

3.3.2 Data Collection. Quantitative and qualitative data was mea-
sured using a digital questionnaire after each ride. Acceptance was 
assessed using the questionnaire by Van der Laan et al. [52] (9 bipo-
lar items with 5-stage scale; scales: Usefulness and Satisfying) as 
well as with the Intention to Use scale of Chen’s [6] adaption of the 
Technology Acceptance Model (TAM) to the AV domain (2 items; five-
point Likert scale). Pragmatic Quality was assessed by the respective 
subscales of the UEQ [29]: Perspicuity, Efficiency, and Dependability. 

Another goal of the study was targeted at an exploratory eval-
uation. Since the UI would be the main touchpoint between the 
AMoD service and the users during the whole journey, we were 
curious how the UI concept might also afect hedonic aspects, users’ 
emotional constitution, and their trust in the system. Therefore, 
we also evaluated the UEQ [29] scales Stimulation, Novelty, and 
Attrativeness as well as users’ Trust and Emotion after each ride. 
The applied Trust scale (3 items; fve-point Likert scale; [33]) is also 
part of Chen’s [6] adaption of the TAM. Emotion was assessed by 
emotion curves drawn by participants on an adapted version of the 
template used by [27]. 

Furthermore, we intended to assess the chosen methodological 
approach and its suitability for evaluating AMoD systems. There-
fore, we collected participants’ presence perception using the Igroup 
Presence Questionnaire (IPQ; 14 items; seven-point Likert scale; 
[45, 46]) and a single item (fve-point Likert scale; ‘I found the ride 
in the simulator realistic.’ [15]) as well as participant’s Wellbeing 
(single item with fve-point Likert scale; ‘I felt comfortable during 
the ride.’ [15]), and the occurence of Simulator Sickness (single item 
with fve-point Likert scale: ‘I felt nauseous during the ride in the 
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Figure 2: Selected states of the fnal prototypes used in the simulator user study (translated from German to English; UI design 
and illustrations: ©Ergosign; maps: ©Mapbox, ©OpenStreetMap). Top: ‘classic’ GUI; bottom: chatbot (text-based CUI). 

simulator.’ [20]). A semi-structured interview on the AMoD service, 
the UI concepts, and the simulation closed the evaluation session. 

3.3.3 Participants. To achieve sufcient power ≥ .80 with an alpha 
error rate of α ≤ .05 for calculating inferential statistics (planned 
contrasts and ANOVAs with repeated measures and within-between 
interactions), a required sample size of 34 participants was deter-
mined a-priori using G*Power 3.1 for Mac. Considering practical 
impacts, medium efects according to Cohen [8] were assumed. 

In total, 35 participants took part in the study. However, one 
participant’s data had to be excluded from the analysis due to 
prototype and simulation errors during the session. This resulted 
in a sample of n = 34 participants (15 female, 18 male, 0 diverse, 
1 n/a) between the ages of 19 and 61 (M = 29.9, SD = 9.8). The ATI 
short scale (ATI-S) [54] indicated rather high technology afnity 
among the sample with M = 4.2 (SD = 1.3; 0 = min; 6 = max). 
All participants were recruited via online postings and received 
fnancial compensation (30 €). 

3.3.4 Procedure. Prior to the study, participants were randomly 
(counterbalanced) assigned to one of the between-subjects groups 

leading to 17 participants testing the chatbot and 17 participants 
testing the GUI. 

At the beginning of the study session, participants received a de-
tailed briefing on the study’s purpose and procedure and the potential 
side effects of simulator sickness. Afterwards, they signed an infor-
mative participation consent form and filled out a pre-questionnaire 
(demographics, ATI-S). Participants were encouraged to think aloud 
and ask questions whenever they wanted and – in case they felt at 
unease – to pause or quit the study at any time without consequences. 

For the task-based testing, participants experienced two AMoD 
journeys in the lab-based setup. The order of the journeys was 
randomized (counterbalanced). For each of the journeys, they were 
provided with a contextual scenario. Their task was to travel with 
a friend to a public park (journey 1) and back home (journey 2) 
using the AMoD service. Therefore, they had to enter the respective 
target location and departure time and select one out of the three 
options provided by the app. 

After booking, participants used the app’s build-in navigation 
functionality, checked in at a paper-prototyped door UI using the 
received ticket QR code, and took the ride in the AV simulator. In the 
‘happy path’ journey, participants did not receive explicit instructions 

https://www.ergosign.de/en
https://www.mapbox.com/about/maps/
http://www.openstreetmap.org/copyright
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Figure 3: Study procedure and journey sequence illustrating how participants experienced the prototypes in the immersive 
video-based lab setup. Scenario order (‘Happy Path’ and then CoP or vice versa) has been randomly assigned (counterbalanced). 

on what to do during the ride. I.e., they were free to, e.g., monitor 
the information display or to just enjoy the (simulated) ride. In the 
CoP condition, two CoPs occurred. (1) A change of the departure 
time for an already booked ride implied canceling the initial booking 
prior to departure and booking a new ride. (2) A change of the target 
destination during the ride required participants to abort the ongoing 
ride and book a connecting ride to the new destination (a restaurant). 
When they reached the target destination (‘happy path’; after a 14 
min ride) respectively the special stop (CoP; after a 7 min ride), 
participants checked-out and rated the service using the app (Fig. 3). 

After each ride, participants assessed acceptance, UX, and trust 
using a digital questionnaire and reported their emotional changes 
during the journey by drawing an emotion curve. At the end of the 
session, participants evaluated presence perception, wellbeing, and 
simulator sickness with the digital questionnaire and took part in a 
semi-structured interview. Each session took about 75 to 90 minutes 
and was conducted by one experimenter and one note-taker. 

3.3.5 Apparatus. For a context-based evaluation of the concepts, 
we adapted the immersive video-based driving simulator proposed 
by [15]. In contrast to the setup of [15], large TV screens with 
4K resolution instead of projectors formed the simulator’s basis. 
The video footage was recorded with three action cameras (left, 
center, right) while driving through an urban environment and sup-
plemented with audio footage (e.g., opening/closing doors, signal 
sounds, voice prompts). To enhance the simulation’s immersion, 
the screens were confgured to form a closed space embracing an 
elevated platform with a seating group (Fig. 1: iv; Fig. 3). A 26-inch 
in-vehicle information display – illustrating a timetable, upcoming 
stops, and a map-view with the AV’s current position and planned 
route – complemented the setup and the UI concepts. 

4 RESULTS 
Created prototypes were evaluated in mixed-method expert studies 
(nGUI = 6; nChatbot = 5) and improved based on the fndings (i.e., 
discovered usability problems were solved and the experts’ sugges-
tions for improvement were implemented). In a second step, the 
iterated prototypes were compared in a between-subjects simulator 
study (n = 34). 

4.1 Expert Studies 
Both the GUI and the chatbot prototypes scored above average to 
excellent ratings in the UEQ subscales [29, 42] (scales range from -3 to 
3). Qualitative findings revealed minor and cosmetic usability problems. 

4.1.1 GUI. According to the UEQ Benchmark [43], the 
GUI received excellent ratings in terms of Attractiveness 
(M (SD) = 2.1 (0.7)), Efciency (M (SD) = 2.0 (0.7)), and De-
pendability (M (SD) = 1.8 (0.4)) as well as good ratings for 
Perspicuity (M (SD) = 1.9 (0.3)), Stimulation (M (SD) = 1.5 (0.7)), 
and Novelty (M (SD) = 1.4 (1.1)) by the six experts. 

The use of commonly established visual and conceptual patterns 
(e.g., form and navigation design, or auto-suggestions while enter-
ing start and target locations) was commended by three experts. 
Several non-standard functions (e.g., reservation time, trip abort) 
were, however, described by fve experts to be ambiguous since the 
GUI lacked explanations. 

One participant questioned whether specifc functions (e.g., 
search for new rides) need to be always visible (e.g., during the ride) 
and recommended an adaptive behavior with respect to the con-
text of use. Four experts considered the quick access to emergency 
functionalities during the ride to be useful, as it, e.g., supports a 
feeling of safety. 

The map-based functionalities (e.g., navigation, context-based 
information) were positively mentioned by fve experts. P1 and P4 
especially considered the visualization of various ride options on 
the map to be helpful for understanding the diferences between the 
ofers. However, some experts (P2, P3) found the search results to be 
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crowded and preferred fewer details. P3 would have liked to have 
all detailed information accessible on-demand, e.g., by expanding 
the journey overview. 

While walking to the pick-up point, i.e., shortly before the depar-
ture time of the AV, P5 and P6 would want the UI to communicate 
how long the AV would wait for the passenger at the pick-up. P3 
wanted the GUI to remember changes in flter settings for the next 
booking. In change of plans situations, P2 and P5 wanted the UI to 
be capable of making adjustments to already booked trips. However, 
in shared rides, this is conceptually restricted, as changes would 
also afect other passengers. When aborting a current trip, P2 would 
have expected that map-based functionalities are still accessible and 
that information on onward travel options get provided in order to 
proactively support the user. Overall, the GUI’s visual design was 
described as appealing by fve of the six experts. Further optimiza-
tion potential was found regarding the design of single components 
and details (e.g., icon metaphors, button design). 

4.1.2 Chatbot. The chatbot received excellent ratings for Stimula-
tion (M (SD) = 1.8 (0.9)), and Novelty (M (SD) = 1.7 (0.9)) as well as 
above average ratings for Attractiveness (M (SD) = 1.6 (0.9)), Per-
spicuity (M (SD) = 1.7 (0.8)), and Efciency (M (SD) = 1.4 (1.0)), but 
a below average rating for Dependability (M (SD) = 1.1 (1.1)) [43]. 
The latter indicates lack of predictability and feeling of control. 

All fve experts generally liked the conversational approach for 
interacting with the autonomous system. Three saw major advan-
tages in the assistive and guiding nature of the chatbots’ conversa-
tion fow and the high efciency when users become experienced 
with the interaction. P2 especially appreciated the option to set all 
parameters at a time with a single message. However, this advan-
tage was assessed to be less pronounced when users are not familiar 
with the chatbot. To counteract this issue, the experts suggested to 
optimize the on-boarding process. 

All experts considered the chatbot’s tone of voice to be appro-
priate to the bot’s capabilities and role. P3 and P5 explicitly liked 
the neutral and friendly conversation style. However, two experts 
suggested to make the language even more human and to improve 
system feedback by using more relational messages. 

P2, P3, and P4 recommended to combine chatbots with classic GUIs, 
i.e., to create a ‘hybrid’ UI with aspects of both. This idea was indirectly 
also emphasized by other experts since all participants would have 
wanted to always have access to common functions like, e.g., the map 
or tickets. P2, P4, and P5 would have wanted to directly manipulate 
set parameters in the messages sent by the bot as it is possible in Figure 4: Stacked emotion curves (opacity: 0.1) drawn by the 
classic GUIs. P1, P2, and P3 argued that the visual design of quick participants after each journey, normalized at ‘before use’. 
actions and buttons was not salient enough. Further optimization Top to bottom: chatbot ‘happy path’ (n = 17), chatbot CoP
potential also concerned ambiguous or unclear wordings. (n = 17), GUI ‘happy path’ (n = 17), GUI CoP (n = 17). 

4.2 User Study 4.2.1 Acceptance. Usefulness, Satisfying, Intention to Use, and Trust 
Descriptive and inferential statistics were calculated using JASP scales score high ratings in all conditions (Fig. 5). While planned con-
0.12, jamovi 1.2, and R Studio 1.2 (R 4.0). Planned contrasts were per- trasts did not reveal the expected interaction effect in terms of Useful-
formed to answer the hypotheses in terms of a potential underlying ness (t(32) = -0.08, p = .398; d = -0.42) and Satisfaction (t(32) = -0.17, 
interaction efect. Repeated measurement ANOVAs were calculated p = .863; d = 0.08), a significant large interaction effect for Intention 
to explore signifcant diferences related to the used UI concept. to Use (t(32) = 2.99, p = .005; d = 1.45) was revealed. In other words, 
Qualitative data from the interviews, session notes, and anecdotal participants reported a higher intent to use the GUI in ‘happy path’ 
evidence was digitally collected, structured, and analyzed. scenarios, but preferred the chatbot in scenarios with CoPs. 
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However, in general, the service was rated signifcantly more 
satisfying when using the GUI than when using the chatbot 
(F (1,32) = 5.25, p = .029; η2G = 0.11). In terms of Usefulness and 
Intention to Use no such efect was found. The AMoD service also 
received high ratings for both UI concepts in terms of Trust without 
a meaningful diference between the scenario conditions (F (1,32) = 
1.90, p = .178; η2G = 0.053). 

4.2.2 UX. Regarding the pragmatic quality, both concepts received 
high ratings in terms of Perspicuity, Efciency, and Dependability 
(Fig. 5). Planned contrasts did not reveal signifcant interaction 
efects – neither for Perspicuity (t(32) = -0.04, p = .966; d = -0.02), 
Efciency (t(32) = -1.23, p = .227; d = -0.60), nor for Dependability 
(t(32) = 0.26, p = .796; d = 0.13). While no meaningful diferences in 
terms of the UI concept could have been found in the pragmatic qual-
ity scales, an ANOVA revealed signifcantly higher ratings for the 
GUI than for the chatbot and a medium efect in terms of Attractive-
ness (M(SD): GUIHappyPath = 2.0 (0.6), ChatbotHappyPath = 1.4 (0.9), 
GUICoP = 1.8 (0.6), ChatbotCoP = 1.3 (0.8); F (1,32) = 5.56, 
p = .025; η2G = 0.13). In other words, participants rated the 
overall impression of the service better when a GUI was 
used. Regarding the hedonic qualities Stimulation and Nov-
elty no signifcant diferences were found (M(SD) for Stimu-
lation: GUIHappyPath = 1.0 (0.9), ChatbotHappyPath = 0.9 (0.7), 
GUICoP = 1.5 (0.7), ChatbotCoP = 1.1 (0.6); M(SD) for Nov-
elty: GUIHappyPath = 1.1 (1.0), ChatbotHappyPath = 0.7 (0.9), 
GUICoP = 1.1 (0.8), ChatbotCoP = 1.0 (0.5)). 

4.2.3 Emotion. Emotional curves indicate quite positive feelings 
throughout the journey and across conditions. For a comparative 
evaluation, the curves were digitized, normalized to ‘before use’, and 
stacked (opacity: 0.1) for each condition (Fig. 4). The stacked curves 
reveal an overall positive emotion trajectory throughout the ‘happy 
path’ journey with the GUI. In the ‘happy path’ with the chatbot, 
they show larger fuctuations and some negative peaks during 
the ride and in the booking phase. During the booking phase and 
before the ride, almost all curves appear to follow a positive trend. 
For both the GUI and the chatbot, the trend seems to be slightly 
more positive in the CoP than in the ‘happy path’ conditions. I.e., 
changing the departure time seems to be a positive experience with 
both concepts. During the ride, participants indicate adverse efects 
in terms of their emotional constitution in all conditions except for 
the GUI’s ‘happy path’. 

4.2.4 Presence, Wellbeing, and Simulator Sickness. IPQ scales 
scored medium to high ratings (Fig. 6). While Involvement and 
Experienced Realism fell rather short with medium ratings, Spa-
tial Presence and the General scale achieved above middle ratings 
(Fig. 6). Four participants explicitly described the simulated ride as 
“realistic”. P4, P17, and P28 commend the driving style of the simu-
lated AV (e.g., “I feel relaxed”, “I feel safe”). P2, P4, and P16 found 
it unrealistic that there was always a free parking slot available. 
Thirty of the 34 participants left the AV (i.e., the simulator) on their 
own when the simulation reached the target destination, while four 
remained seated. Similar to the IPQ’s general scale, the single item 
“I found the ride in the simulator realistic.” (Fig. 6) achieved a high 
rating with a median of 4. Participants’ did not seem to encounter 

Figure 5: Boxplots of acceptance and UX scales from the user 
study; nChatbot = 17; nGUI = 17. 
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adverse efects during the simulation, which is illustrated by a pos-
itive assessment of Wellbeing (median = 4) and low occurrence of 
Simulator Sickness (median = 1; see Fig. 6). 

Figure 6: Top: boxplots of the four IPQ scales Realism, In-
volvement, Spatial Presence and General (0 = min, 6 = max); 
bottom: boxplots of the assessed single items Presence, Well-
being, and Simulator Sickness (1 = min, 5 = max); n = 34. 

4.2.5 Qalitative Findings: UI Design. Six GUI participants wanted 
to have a “direct” option to make adjustments to booked trips, e.g., 
change departure time without cancellation. P32 wanted the GUI 
to be more supportive (“take me by the hand”) in CoP situations. 
Two participants preferred to have an option for speech-based in-
and output. In general, some participants applied a ‘trial and error” 
strategy on the GUI prototype, i.e., when they did not know what 
to do, they just tapped randomly. 

While all participants testing the GUI considered the type of the 
communication to be appropriate, three participants testing the 
chatbot either generally did not like bots (P4, P24) or found it incon-
venient to articulate their needs using written text (P10). Several 
users (P12, P13, P23) feared that the chatbot would not understand 
them correctly if they would not use specifc keywords. In contrast, 
P9 commended that the chatbot understands whatever they said. 
The qualitative assessment of the chatbot’s tone of language con-
frmed the intended balance in terms of enthusiastic/matter-of-fact, 
formal/casual and funny/serious, as well as a rather respectful than 
irreverent way (see [34]). 

Besides that, some participants would have wanted the chatbot 
to call them by their name (P10) and to make smalltalk (P12, P24). 
Five participants wanted the messages of the chatbot to be shorter 
– especially when they would use it more often. P11, P24, and 
P32 commended the chatbot’s supporting nature, e.g., departure 

reminder. Five participants suggested to add direct touch interac-
tions to the chatbot, e.g., to change values by clicking on chatbot 
messages. Further suggestions concerned speech output (P12), an 
always available “context view” (P7), and a app menu as used in 
classic GUIs (P4). Similar to the latter, P11 preferred a combination 
of both GUI and chatbot. 

4.2.6 Qalitative Findings: AMoD Service Design and Simulation. 
Two participants (P25, P32) suggested to introduce gamifcation ele-
ments, e.g., a calculation of saved CO2 using a shared AV compared 
to taking the own car. During the ride in the simulator 15 partici-
pants (7 using the GUI, 8 using the chatbot) stated that they did not 
have sufcient information. Seven of them (4 using GUI, 3 using 
chatbot) referred to a specifc CoP situation where the in-vehicle 
display did not provide required information. This illustrates the 
crucial connection of various service touchpoints (e.g., mobile app, 
in-vehicle display) and the context. 

Two participants (P13, P30) noted that they were bored during 
the simulated ride in the AV. P2 would have wanted to use his smart-
phones as they would typically do while riding in public transport 
or taxis. Several participants wondered how the AV would behave if, 
e.g., a passenger would not leave at the designated destination (P7, 
P17, P20), a passenger without a valid ticket entered the AV (P28), 
or an emergency occurred (P6, P28). P6 found it “embarrassing” if 
all other passengers in a shared AV would know who requested an 
extra stop. 

5 DISCUSSION 
The conducted expert and user studies reveal the advantages and 
disadvantages of both chatbots and ‘classic’ GUIs – in general, 
and specifcally for certain AMoD scenarios. Table 1 situates and 
contrasts these among the fndings from previous work. In the 
following sections, we discuss how they relate to our research 
question regarding the UI concept’s efect on acceptance and UX in 
‘happy path’ and CoP scenarios. We also discuss the applied context-
based prototyping approach [15], limitations, and future work. 

5.1 GUI vs. Chatbot for AMoD Systems 
Generally, both ‘classic’ GUIs and chatbots hold several advantages 
and disadvantages. As illustrated in Table 1, our results confrm 
related works’ fndings on GUIs and chatbots and complement the 
existing literature body with some new insights and a comparative 
case study on the two concepts for the AMoD domain. Across 
our studies, both the ‘classic’ GUI and the chatbot received high 
acceptance and UX ratings. Thus, the results confrm that both 
concepts can be regarded as valid and suitable options to consider 
when designing mobile applications for AMoD systems. 

In the user study, the GUI was reported to be signifcantly more 
satisfying and attractive than the chatbot in general (both with 
medium-sized efects [8]). Descriptive plots of other acceptance 
and UX scales (Fig. 5) support this tendency but do not reveal 
meaningful diferences. The very positive assessment of the GUI’s 
visual design in the expert and the user study might, however, be co-
responsible for its higher Attractiveness ratings. While the chatbot 
prototype still achieved a relatively high assessment, it probably fell 
shorter in terms of visual appearance compared to the GUI because 
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Table 1: Summary of general advantages (+) and disadvantages (–) of ‘classic’ GUIs and chatbots based on the fndings of related 
work and our expert (E) and user (U) studies. 

‘Classic’ GUIs Chatbots 
+ High discoverability through visual clues [32], (U) 

Support users’ mental model [32, 49], (E) 
Easy understanding of system scope [32, 49], (U) 
Suitable for displaying loads of information [5, 49] 
Direct manipulation of elements (E), (S) 
Efcient shortcuts and established concepts [50], (E), (U) 
Potentially (more) attractive visual appearance (E) 

Intuitive input via natural language [30], (E), (U) 
Expression of needs with own words [49, 50], (E), (U) 
Efcient for experienced users [49], (E) 
Adaptability and personalization [17, 56], (E) 
Ease of use [51], assistance and guidance (E), (U) 
Direct clarifcation of ambiguities [49] 
Simplifable information search process [51] 

– Users need to understand the design [49, 50], (E), (U) 
Ambiguities of non-standard functions (E), (U) 
Restrictive in terms of alternative usage ways (U) 
Potential information overload and distraction (E) 

Interpretation problems and misunderstandings [17], (U) 
Mentally demanding articulation of needs [32, 49], (U) 
Step-wise learning of system capabilities [49], (E) 
User requests can exceed system scope [50], (U) 

of restricted design possibilities. The general pros and cons of the 
concepts (Table 1) hold further possible explanations for the efects. 

Planned contrasts revealed a signifcantly higher Intention to 
Use the GUI in ‘happy path’ scenarios but the chatbot in CoP sce-
narios. This is partly supported by the GUI’s emotion curves (Fig. 
4). They revealed positive experiences throughout the ‘happy path’ 
scenarios with the GUI but relatively large derivations in CoP sce-
narios. However, the chatbot’s emotion curves (Fig. 4) and other 
acceptance scales (Usefulness, Satisfying, Trust; Fig. 5) do not back 
this observation. Consequently, we have to reject the acceptance-
related hypotheses H1.1 and H1.2. Similarly, we have to reject H2.1 
and H2.2 as none of the UEQ’s pragmatic quality scales returned 
the expected interaction pattern. 

In both chatbot studies, participants preferred to directly ma-
nipulate parameters (e.g., date, time, destination) displayed by the 
bot. While this can be regarded as a clear beneft of GUIs in gen-
eral (Table 1), it should be considered whether it might also be a 
usable option to implement direct manipulability in chatbots – e.g., 
form elements, date pickers, app menus. Alternatively, since several 
non-standard functions and information in the GUI have not been 
‘instantly’ understood in both the expert study and the simulator 
user study, we recommend supplementing the ‘classic’ GUI with 
conversational elements. The assistive nature of chatbots (and CUIs 
in general), their linear conversation fow, and the on-demand pro-
vision of adequate explanations seem to be an excellent addendum 
to overcome the associated challenges of new and non-standard 
functions for future AMoD systems. 

5.2 Context-based Prototyping with 
Immersive Video 

As AMoD is still a theoretical matter [39], we considered simulating 
holistic user journeys as a crucial component for successful eval-
uation and, thus, for developing adequate human-AV interactions 
that can counteract acceptance hurdles. 

The video-based approach adapted from [15] generally provided 
a straightforward and controllable environment that made it possi-
ble to immerse participants in the context in order to let them expe-
rience a complete AMoD journey. Assessment of the IPQ scales Re-
alism, Involvement, Spatial Presence, and its General scale supports 
this with medium to high scores, along with qualitative fndings. 
Although our TV-based setup difered from the projection-based 
setup of [15], the results are quite comparable. This indicates a suc-
cessful replication of the approach. The very positive assessment 
of the single items on presence and wellbeing as well as the low 
occurrence of simulator sickness symptoms further supports the 
general suitability of the method. 

Since people seemed to get bored doing nothing during the (sim-
ulated) ride – which might have afected participant’s assessment, 
e.g. in terms of emotion curves – it might be benefcial for further 
empirical studies to introduce secondary tasks (e.g., attention tests, 
monitoring of changes in the UI, or simply reading a book). 

5.3 Limitations 
Some limitations of this work should be noted. In general, this 
paper focuses on mobile applications for AMoD. Consequently, 
the generalisability of the reported studies and the comparative 
evaluation of GUIs and chatbots is limited. 

Created prototypes were optimized for following a pre-defned 
scenario. However, both prototypes featured alternative interac-
tion paths to some extend. E.g., in the CoP scenario ‘change of 
destination’, the chatbot ofered a step-by-step approach similar 
to the GUI but was also able to provide a context-based shortcut 
if the participant directly requested to change the destination via 
text. While such alternative usage ways incorporated the concepts’ 
benefts into the study, they might also afect the study’s reliability. 

The GUI was created using Sketch’s prototyping features which 
highlighted interactive elements on tap. As a result, participants 
applying a ‘trial and error’ procedure received hints from the pro-
totype on how to proceed. The chatbot prototype made use of the 
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language understanding capabilities provided by Botmock. Though 
we added an extensive collection of likely intents and formulations, 
not all possible formulations were anticipated. Thus, some partic-
ipants encountered ‘dead ends’ during the study and had to try 
diferent formulations. In some cases, this resulted in a trial and 
error behavior as well. Consequently, both prototypes’ levels of 
fdelity might have impacted the results. 

Participants in all three studies reported a rather high affinity for 
technology interaction. While this is considered to be a common 
phenomenon in HCI studies [19], it might impair external validity. 
Furthermore, having a look at the very positive evaluation of both 
prototypes and scale constitutions, ceiling effects cannot be excluded. 

The user study was conducted in the late summer of 2020, i.e., dur-
ing the COVID-19 pandemic. Following regulations and recommenda-
tions of local and national authorities, we applied several precautions, 
such as distancing and hygiene measures. While we consider the 
effects on the study’s actual conduct to be minor, the situation might 
have affected the sample composition, as, e.g., only people with low 
fear of the situation might have signed up for the study. 

5.4 Future Work 
Similar to the recommendation of [18] to integrate relational and 
productivity-oriented interaction for conversational design, future 
work should consider transferring this approach in terms of com-
bining GUI-based with CUI-based concepts to create fexible and 
accessible interactions. Such could be text-based but, considering 
accessibility requirements, also speech- or gesture-based. Like ‘hy-
brid’ UIs in today’s cars, the approach could combine the benefts 
of both worlds. 

Future work should investigate appropriate use cases and create 
design guidelines for such ‘hybrid’ AMoD UIs. In doing so, diferent 
in- and output modalities should be considered – also making use of 
further technological advances like, e.g., text-to-speech conversion 
and vice versa. In terms of the system’s accessibility, this could 
be used to integrate specifc demographic groups’ needs – e.g., 
blind people or older adults might feel more confdent talking to 
an AMoD system instead of chatting or tapping. 

Furthermore, as some participants suggested, integrating gamif-
cation elements (e.g., calculating saved CO2) might hold attractive 
potentials for future designs to increase the system’s acceptance 
and hedonic quality. 

6 CONCLUSION 
Both GUIs and chatbots come with their specific pros and cons. Based 
on our findings, we derive three design recommendations for human-
AMoD interaction. (1) Use ‘classic’ GUIs as a basis for mobile interac-
tion. In the direct comparison, the GUI was reported to be generally 
more attractive and satisfying. GUIs also seem to be superior in stan-
dard use cases with ‘happy path’ scenarios. However, the conversation 
with a chatbot-based agent can increase users’ intention to use the 
system and support users in demanding scenarios. Therefore, we 
recommend to (2) integrate (text-based) conversational elements in 
GUI-based mobile applications where appropriate to enhance user 
control and facilitate error recovery. As AMoD is still a theoretical sub-
ject [39], we further recommend to (3) use context-based prototyping 
[15, 24] from early development phases on to consider environmental 

factors and the interdependence of various touchpoints (e.g., mobile 
apps and in-vehicle displays). Video-based simulation [15] provides a 
suitable and straightforward basis to consider all stages of the AMoD 
user journey holistically. Future work should investigate applying 
these recommendations to other usage scenarios and the creation of 
design guidelines for accessible AMoD systems. 
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